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Abstract: Forecasting techniques are widely used in various sectors, from predicting climatic changes, healthcare systems, 

agriculture crop simulation, and stock market management to business forecasting, including demand, supply, and sales 

forecasting. Sales prediction is one of the forecasting methods that predict the retailing of products to be sold in the future. 

Sales forecast additionally serves as a tool for identifying benchmarks, determining incremental results of new initiatives, 

planning resources to meet demand, and projecting future costs. The forecasting process helps retailers stock products based 

on customer requirements, improving the supply chain management process. During unexpected situations like the pandemic, 

sales of a few items, such as milk, bread and toilet paper, were unpredictable. This is an example where sales prediction plays 

a major impact. This paper compares the performance of various machine learning and statistical time series models in 

predicting sales. As strong seasonal fluctuations were observed, several regression approaches like LSTM, Linear Regression 

and Random Forests were used to predict future sales using the historically available data. Finally, the models were compared 

based on the RMSE scores to evaluate the performances. 
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1. Introduction 

 

Growth in technologies has widely influenced business performances across all sectors. Many industries have completely 

transformed their interactions and services towards their customers. These innovations in various fields have helped businesses 

better understand future customer needs. Sales forecasting is one of the most common and essential tasks performed in small 

businesses and multinational conglomerates. This also supports companies in staying on track with their desired goals, 

effectively allocating resources, and managing forthcoming business growth. Accurate sales forecasts help create a healthy 

business environment and make shareholders happy, as sales are considered the lifeline of any company. The main aim behind 

sales forecasting is to estimate sales performances precisely. Sales forecasts mostly use historical data and industry trends to 

analyse weekly, monthly, quarterly, and annual sales. This forecasted information is used for making impactful business 

decisions like allocating resources, hiring new staff during busy hours, increasing inventory stock, or managing future sales. 

Sales forecasting is not just predicting the sales numbers; it provides business leaders with the necessary information to make 

the right decisions to help the business achieve better goals. It is considered extensive among both the industrialists and the 

manufacturers, which helps in better understanding the shelf-life of the goods and determining their production. In earlier days, 

companies produced supplies without considering demand and sales, leading to revenue loss in surplus and shortage situations.   
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Many factors are considered while selecting a suitable method before prediction, including the relativity and availability of 

the historical data, a forecasted period, the time available to make the analysis, the benefit for the company through the forecast 

made and the purpose of the forecast. Considering all these factors, suitable techniques are considered for the analysis, and 

the results are compared to choose the most appropriate technique depending on each case. However, the forecasting process 

is still challenging to predict as the raw data collected is mixed up with high trends, seasonal variations and the sales offers 

made during the period. There are several tools used in the industry for forecasting. These tools include Microsoft Excel, CRM 

(Customer Relationship Management), Sales analytical tools, project management tools and accounting software such as 

QuickBooks. The sales forecast is mainly built on assumptions. A combination of Artificial Intelligence, Time Series, and 

Statistics is changing traditional forecasting methods. These methods are data-driven and are mostly based on quantitative 

analysis of past information. Changes in retail demand over the years, the global economy, weather, and the introduction of 

new products are some external factors that impact these data patterns. In the past, sales prediction was seen as an arduous 

task. But modern forecasting techniques have become game changers. Modern techniques like Machine Learning and Artificial 

Intelligence mainly use probability and statistics for forecasting sales.   

This paper aims to develop a sales prediction model that can accurately predict the future sales of a retail store using historical 

data. The dataset was collected from a local retail store. Five different techniques: i) Holt-Winters’ exponential smoothing 

techniques; ii) Auto-Regressive Integrated Moving Average (ARIMA); iii)  a statistical approach using Linear Regression; iv) 

a time series approach based on Long Short-Term Memory (LSTM);  v) and a machine learning approach based on Random 

Forest were considered. These models were then compared based on their accuracy and the value of residuals. Linear 

regression analysis predicts a dependent variable's value based on the independent variable's value. The LSTM are a Recurrent 

Neural Network (RNN) with a memory that helps analyse a time series [1]. Random Forest combines the output of multiple 

decision trees to obtain the desired value. Having work experience in the retail industry, this field was chosen as an interest.   

 

1.1. Time Series Regression Models  

 

The time series regression model uses sequential data collected at different points regularly. Time series analysis helps answer 

questions like, what will be the effect of variable Y  of a change in variable X over time? Y is the dependent variable, and X 

is the independent variable. In the dataset collected, the store sales are analysed over the years. So, Sales data becomes the 

dependent variable Y – to be predicted, and time is the independent variable X already available. Since the analysis is based 

on the period, Time Series analysis is chosen as the major implementation method. Sequential sales data is collected starting 

from October 2015 to April 2022. The data is collected over seven years in a weekly periodicity. To better explain how time 

series can be helpful in further sales analysis, consider the following example. To forecast monthly sales y using a total number 

of customers visited x as a predictor. The forecasted variable y is also called the explained or dependent variable [2]. The 

predictor variable x is also called the explanatory or the independent variable.  

 
Figure 1: Components of a Time Series [3] 

A time series can be identified into four components: the seasonal variation, the cyclical variation, the secular trend and the 

residual variation. The combination of these four components results in an irregular time series. An irregular time series is 

represented in Figure 1 above. Apart from these components, another term, periodicity, also plays an important role in a time 

series. It is usually described as the number of time points at which the data is recorded during one completion of a seasonal 

pattern. The periodicity can be collected hourly, daily, weekly, monthly, quarterly, or annually. Here, the dataset is of weekly 

and monthly periodicity.   

1.2. Machine Learning/Artificial Intelligence Regression Models   

Artificial Intelligence is the processes and algorithms that simulate a machine to mimic human intelligence. Personal assistant 

models like Alexa and Siri that mainly understand spoken language, modern web search engines, personalised ads, and self-
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driving vehicles are some everyday applications of AI. AI/ML models are used in various industries, namely Healthcare, 

Telecommunications, Financial Services, Insurance/Recharge renewals, Automobile, etc.; the major advantage of choosing a 

machine learning technique for performing the sales/demand forecasting here for the available dataset is that these ML models 

are designed in such a way to handle thousand metrics of data at a single time and have the capacity to handle them accurately. 

Machine Learning involves training a model to analyse the sales from the historical data available, learning how each input 

factor impacts a weighted output, and finally, using the testing model to predict future sales [3]. Here, LSTM, the Long Short-

Term Memory method, is chosen due to its capability to handle long-term dependencies among the data. These work on the 

Recurrent Neural Networks (RNN) technology, which remembers the previous information and uses it to process the current 

input (fig.2).   

 

Figure 2: Architecture of an LSTM cell [4] 

Here, the first part of the Forget gate decides whether the information coming from the previous timestamp is to be remembered 

or not. If the data feels irrelevant, the previous data is forgotten. In the second part, known as the input gate, the cell tries to 

learn new information from the current input. In the output gate, the information is passed from the current timestamp.   

 

2. Literature Review  

This section discusses the research papers on sales forecasting and how it is being implemented by industries of all domains, 

especially retail. There have been relatively few works related to this topic of study. The eXtreme Gradient Boosting 

(XGBoost) Machine Learning technique was used in [5] to forecast sales amounts accurately. The Walmart retail dataset from 

the Kaggle competition was used for this analysis. The XGBoost technique was selected because it was more scalable and 

efficient, making it ten times faster than other machine learning models. The algorithm's efficiency was evaluated using the 

RMSE score - 0.655, about 16.3% lower than other linear regression models [6] and 15.4% lower than the Ridge regression 

method [7].   

A similar work was done in [8], which analysed the same Walmart Sales data based on the Light Gradient Boost Method 

(LightGBM). The results indicated the RMSE of the model was 2.09, which was better when compared to linear regression 

models and Support Vector Machine (SVM) models. Finally, the model with the highest accuracy was selected to make future 

predictions. This motivated the study to perform a comparison by designing a model using linear regression.   

Many other studies have achieved the same accurate results but used different implementation techniques, such as time series 

modelling. One such noticeable work was from [9]. The analysis was based on historical sales data from Amazon.com, a 

leading e-commerce website. At first, three popular forecasting approaches were performed: Holt-Winters exponential 

smoothing, Autoregressive integrated moving average (ARIMA) and Neural network autoregression. The sales data forecasted 

Amazon’s quarterly sales in 2019. Later, the forecasted sales were tested against the actual sales numbers in 2019 to compare 

the results. The accuracy was measured using Mean Absolute Percentage Error (MAPE) and Root Mean Square Error (RMSE). 

The results showed that seasonal ARIMA gave the most accurate results compared to the other two methods. Some of the 

standard methods used in this type of analysis are mentioned above, and a few similar approaches are to be used in this study.  

In the comparative study between LSTM and ARIMA conducted in [10]. The models predicted sales for one day ahead, and 

the results were evaluated using RMSE and MAE together with a t-test. The study concludes that the LSTM model was much 

more promising in forecasting retail sales when compared to the ARIMA models. A similar approach is to be performed in 

this research based on LSTM models. Even though various comparative studies between traditional and modern forecasting 

methods have been conducted in the past, findings about the linearity of the data are mixed. For example, in a comparative 

study for forecasting electric load between the ARIMA model and  
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Few other results from [11] showed Neural Networks had better predictions than the linear ARIMA model. However, a 

comparative study conducted with nonlinear data [12] proved neural networks were less effective than their linear time series 

models. On the other hand, no study has been conducted to compare a traditional statistical model, a time series-based model, 

or a modern machine learning model to our knowledge. The next sections of the paper are organised to perform this 

comparative research. The research methodology of the study is discussed in the next section.   

3. Methodology  

3.1. Dataset   

The sales data used in this study was obtained from a retail store based in Cork in Microsoft Excel format. The total sampling 

period examined is from October 2015 to May 2022. As part of this research, sales is the main component to be analysed. 

Figure 3 gives us a visual representation of the dataset.   

 

Figure 3: Sample data as received 

The sales data included the VAT (Value-Added Tax), Sales excluding VAT, net Sales, Profit, Weekly Scanning Margin, 

Participation of various departments, Customer Count, Average Customer Spending amount, Employee wages details and 

weekly wastage information. Data was extracted from only the details required for the analysis. Here, the analysis is based on 

sales forecasting; only the Sales, including VAT details, are used. The other details, like the Sales excluding VAT, Weekly 

Scanning Margin, Employee wages and Participation, were removed as part of the data extraction process.  

  

3.1.1. Software   

Most statisticians prefer using R to perform these time series-based analyses. However, this study performs the complete 

analysis in the Python 3 environment. Python was preferred over R for easing the analysis in the same environment. Python 

has many libraries that can support statistical and machine-learning methods. Also, previous knowledge of working with 

Python was an added advantage. Jupyter Notebooks and Google Collaboratory were the tools used to perform the analysis.   

3.1.2. Pre-processing on Cleaning the data   

The sales data gathered was then imported into the Python working environment as a data frame. A data frame is described as 

a data structure of 2-dimension, often containing rows and columns with data. Once loaded, the data is first transformed into 

a time series format for further analysis. Check for any inconsistencies, and null values are followed. No inconsistent or 

missing data was found. After this, the DATE is found to be an object categorical type converted into the ‘date’ format using 

the pandas – pd.to_datetime( ) function in Python (fig.4).   
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Figure 4: Code snap - conversion of DATE into proper datetime64 format 

This converts the date into the standard YYYY-MM-DD format. The columns were renamed using lower-case letters to make 

the names consistent. To ease the analysis further, the weekly periodic data was converted to monthly periodicity using internal 

loops. Now, the observed resultant data is the monthly overall sales of the store in euros.   

 

3.2. Exploratory Data Analysis (EDA)   

 

The process of EDA is useful for analysing the data set using various visualization methods. The main characteristics of the 

dataset are summarised while performing EDA. This EDA process also helps identify the outliers or some hidden relations 

between the variables. Exploratory data analysis can be performed using various tools. Below are the images from the EDA 

process for this dataset (fig.5).   

 

 

Figure 5: Boxplots of categorical sales  

From the boxplots, it can be observed that Impulse – Grocery contributes a major part to the store's overall sales. The 

correlation coefficient matrix indicates the correlation coefficient values for different variables. The correlation coefficient 

indicates the strength of a relationship. Equation 1 helps calculate the correlation coefficient between two variables.  

 

Equation 1: Correlation Coefficient 
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Figure 6: Correlation coefficient matrix of multivariate sales data  

Figure 6 indicates the correlation coefficient matrix of the dataset. This plot is considered very powerful as it helps summarise 

large datasets with multiple variables. The darker the box is, the higher the correlation coefficient values are. From the above-

obtained graph, it can be observed that the values ‘frozen_food’ and ‘household_fuels’ have the highest  

coefficients.   

 

Figure 7: Year-wise sales represented in a line graph 

Figure 7 shows that the sales were highest in 2020 during the pandemic. Similarly, it can be inferred that the average sales were 

high in 2021 compared to the overall sales.  

 

3.3. Understanding a time-series   

The time series data is plotted against its period, followed by data transformation and visualisation. To better understand the 

data, the seasonal decomposition of the original time series data is plotted. The seasonal_decompose( ) function separates the 

trend, seasonal and cyclical variations, and residual components. A time series is usually represented by equation 2.   

  

Equation 2: General equation of a time series   
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Figure 8: Weekly sales data from October 2015 to April 2022 

 

There are no null values. As shown above figure 8, the average weekly sales of the store from 2016 to 2021 were € 106,292. 

The maximum weekly sales during this period were € 144,661, and the minimum weekly sales were € 74,465. 

 

 
Figure 9: Autocorrelation plots for weekly sales 

 

 
 

Figure 10: Monthly sales data from October 2015 to 

April 2022

From the above figures 9 and 10 monthly plot of the original data, it can be observed that there is a repeating pattern and a 

cyclical variation. The store's monthly sales were € 460,857, whereas, during peaks, they reached € 665,802.  

 

 

Figure 11: Autocorrelation plots for monthly sales 

Interpreting the above seasonal decomposition, the trend is considered over a long time and can either be an upward/downward 

trend or constant. Here, from the above figure  11, it is observed that there is an increase in the trend, especially during the 

pandemic. Seasonal variation refers to the trend which occurs within a year. These seasonal changes are likely to repeat over 

the subsequent years. In the observed decomposition, a seasonality exists every year. There are peak sales during April and 
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December and low sales during summer. Usually, a wave-like movement is observed. This is caused by externally affecting 

features like the market demand, introduction of new products and offers, festivals, etc; apart from these components, there 

always exists some extreme values in the data, which are called outliers or residuals. These residuals build up the time series's 

residual variation component, which is used in ARIMA modelling.   

 

3.4. Decomposition of the time series  

 

Time series exhibits various patterns: trend, seasonality and cyclical variation. Composing a time series into its components 

improves the forecast accuracy. There are two forms of classical decomposition: additive decomposition and multiplicative 

decomposition. An additive decomposition subtracts the trend estimates from the time series. A multiplicative decomposition 

is done by dividing the series by the trend values. The additive model is useful when the seasonal variation is relatively constant. 

The multiplicative model is useful when the seasonal variation increases over time.  

Additive Decomposition of Weekly Sales: The components are added together in additive time series. In a multiplicative time 

series, the individual components are multiplied together. The formula for each of the models is given as follows.   

  

Equation 3: Additive time series formula  

where,  

 y𝑡 --- the data in period t  

Tt --- trend component and cycle component at time t  

St --- Seasonal component at time t 

Rt --- Residual component at time t  

 

The plot below shows the observed series, the trend line, the seasonal pattern and the random part of the time series. Here, the 

seasonal pattern is the regularly repeating pattern (fig.12).  

 

Figure 12: Additive decomposition of weekly sales 

 

The first row is the actual time series, followed by its decomposition. The trend in the second line has a cyclical movement. 

Having ups and downs over a long time. In 2020,  a dramatic increase was due to the pandemic. The squares at the right end of 

the lots describe the data's scale. The smaller the box is, the higher the scale of the data. If the square boxes are of similar size, 

they both have the same impact on the variability of the data. The residuals from the remainder part are the ones which lead to 

randomness. The smaller the box is, the less the randomness. When the seasonality is removed, a repeating pattern is observed 

every 12 months (fig.13).   
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Figure 13: Additive decomposition of monthly sales 

A similar pattern is observed for the monthly sales data.  

Multiplicative Decomposition of Weekly Sales: The multiplicative decomposition argues that time series data is a function of 

the product of its components. It can usually be identified from its variation. If the magnitude of the seasonal component 

changes with time, then the time series is multiplicative. Here, the magnitude of the seasonal component grows as time 

increases.  

  
Equation 4: Multiplicative time series formula  

where,  

 y𝑡 --- the data in period t  

Tt --- trend component and cycle component at time t  

St --- Seasonal component at time t 

Rt --- Residual component at time t  

 

 
Figure 14: Multiplicative decomposition of weekly sales 

 
Figure 15: Multiplicative decomposition of monthly sales 

From the above graph (Figures 14 and 15), it can be noticed long periods of apparent trend ups and downs are present. The 

time series is non-stationary to mean. Taking 1st difference may result in a stationary time series. Here, it can also be observed 

that the time series variance is not constant. To make it constant, logarithms are used to remove or stabilise the variance of the 

time series. The seasonal difference removes the peaks, and the ordinary difference removes the trend.  

 

3.5. Statistical Methods  

 

Some classical classical methods like HoltWinter, ARIMA, and SARIMA can be used to forecast historical data sales under 

traditional statistical forecasting methods. This analysis uses Holt-Winters’ and ARIMA models to analyse and forecast sales.   
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3.5.1. Time Series Analysis using Holt-Winters’ exponential smoothing:  

Holt-Winters’ exponential smoothing is one of the oldest methods of time series forecasting techniques that consider trend 

and seasonality while forecasting. This method has three major aspects for performing the predictions.  

• Exponential Smoothing: Simple exponential smoothing – Forecasting when the data contains no trend or seasonality.  

• Holt’s Smoothing: Holt’s exponential smoothing – Forecasting when the data has a trend but no seasonality.  

• Holt-Winters’ Smoothing: Holt-Winters’ exponential smoothing – Forecasting technique includes seasonality and the 

trend.  

 

Holt Winter's classical method is best suited for the Sales dataset Time series because the time series contains both trend and 

seasonality. This method forecasts future values by extending the simple exponential smoothing to capture the trend and 

seasonality of the time series using triple exponential smoothing. 

 

3.5.2. Time Series Analysis using ARIMA: Auto-Regressive Integrated Moving Average  

In the ARIMA model, a linear combination of historical values and errors is used for predicting future values. The ARIMA 

combines the AR, Integration, and MA parts. An ARIMA (p, d, q)(P, D, Q) model where p is the number of non-seasonal 

autoregressive terms (AR), q is the number of non-seasonal moving average terms (MA), and d is the degree of non-seasonal 

differencing and P, D, Q refers to the same for a seasonal component respectively.   

Auto-Regression: The AR (p) model is given as follows:   

 

 
Equation 5: Equation for the Auto-regressive part of the ARIMA model  

 

Integration: The I (d) is the number of differences that make the time series stationary.  

 

Moving Average: The MA (q) model is given as follows:   

 
Equation 6: Equation for the Moving-average part of the ARIMA model  

 

Combining all three types of models above gives the resulting ARIMA (p,d,q) model.  

 

ARIMA 

 

Equation 7: General equation of the ARIMA model 

where,  

• 𝜀𝑡 is defined as white noise or randomness.   

• 𝜙𝑝 depends on the order p selected   

• θq depends on the order q selected   

• 𝑐 = (1−∑𝑝 𝜙)∙𝜇   

Stationarity Tests: Stationarity describes how a particular time series variable changes over some time. Transformations are 

made on the original data to obtain stationarity. A time series is considered stationary when the below conditions are satisfied: 

 

• Constant mean. 

• Constant variance (Homoscedasticity). 

• The autocorrelation pattern is constant throughout the time series. 

 

ARIMA is based on the assumption that the data should be stationary and univariate. A time series is considered stationary if 

its mean, variance, and covariance are all invariant with time. The weekly sales data does not show a constant variance and 

constant mean but also some repeating patterns over time, making it different from white noise. Monthly may be considered a 

non-stationary process. However, transformations can always be done to remove the trend and seasonality on the original time 
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series data. These transformations include differentiating the time series to remove the trend and taking log transformations to 

stabilize the variance in the data.  

 

Removing Trend and Seasonality: Time series datasets may contain trends and seasonality, which must be removed before 

further modelling. Trends can result in a varying mean over time, and seasonality can change variance over time; both define 

a time series as non-stationary. Stationary datasets are those that have a stable mean and stable variance. Differencing and log 

transformations on widely used data can make a time series stationary. 

Stationary Time Series: The observations in stationary time series data are not dependent on time. Time series is stationary if 

they do not have a trend or seasonal effects. Summary statistics calculated on the time series are consistent over time, like the 

observations' mean or variance. When a time series is stationary, it can be easier to model. Statistical modelling methods 

assume or require the time series to be stationary. 

 

Non-Stationary Time Series:  Observations from a non-stationary time series show seasonal effects, trends, and other structures 

that depend on the time index. Summary statistics like the mean and variance change over time, providing a drift in the concepts 

a model may try to capture. Classical time series analysis and forecasting methods make non-stationary time series data 

stationary by identifying and removing trends and stationary effects. Differentiation and log transformations are not the only 

determinants of stationarity. Formal statistical tests include the Augmented Dickey-Fuller test and the Kwiatkowski–Phillips–

Schmidt–Shin (KPSS) tests. These tests check for the stationarity of a series around a deterministic trend (fig. 16).  

 

Part 1-Monthly Sales data 

 

 
 

Figure 16: Monthly sales data from October 2015 to April 2022 

Tests for Stationarity on Dickey-Fuller Test: To check the stationarity of the time series, an Augmented Dickey-Fuller test is 

performed. This can be imported from the statsmodels library using the adfuller( ) function.  

 

 
 

Figure 17: Code snap showing the ADF test for monthly time series 

• The null hypothesis Ho states that the time series is not stationary. 

• The alternative hypothesis Ha states that the time series is stationary.  
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Since the p-value (0.01) is less than the significance level (0.05), we have strong evidence to reject the null hypothesis and 

conclude that the time series is stationary. Figure 17 shows the results from the test for stationarity.   

 

KPSS Test: The Kwiatkowski–Phillips–Schmidt–Shin (KPSS) test determines if a time series is stationary around a mean or 

linear trend or is non-stationary due to a unit root. A stationary time series is one where statistical properties like 

the mean and variance are constant over time (fig.18). 

 

• The null hypothesis Ho states that the time series is stationary with a trend. 

• The alternative hypothesis Ha states that the time series is not stationary. 

 

 
 

Figure 18: Code snap showing KPSS test for monthly time-series 

 

Since the p-value (0.01) is less than the significance level (0.05), we have strong evidence to reject the null hypothesis and 

conclude that the time series is not stationary. This contradicts the results obtained from Dicky Fuller test. Hence, the time 

series needs to be transformed to make it stationary. Manipulate the Time Series to make it stationary: Stationarity of the time 

series can be observed by looking at a line plot of the series over time. Signs of trends, seasonality or other random components 

in the series indicate a non-stationary series. A more accurate method would be a statistical test, such as the KPSS or Dickey-

Fuller test. Differencing is one of the methods of transforming time series data. It can remove the time dependence on the data 

and help stabilize the time series mean by removing changes in the time series level and eliminating trends and seasonality. 

Differencing is performed by subtracting the previous observation from the current observation. Another such method is log 

transformation. Here, the difference between consecutive observations is taken. Log differences can be adjusted to suit the 

specific temporal structure. For a time, series with a seasonal component, the log may be expected to be the period (width) of 

the seasonality. Violation of stationarity creates estimation problems for ARIMA models. Below are the steps carried out to 

transform the time series data stationary to be fed into an ARIMA model. 

  

Step 1: Remove the variability 

Remove the variability of the time series by applying a log. A log transformation converts a multiplicate time series model into 

an additive one. The time series now displays constant variance, as shown below (fig.19). 

 
 

Figure 19: Time Series plot after log transformation 
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Figure 20: Code snap showing the ADF test after log 

transformation 

 
 

Figure 21: Code snap showing the KPSS test for log-

transformed data 

 

The KPSS test confirms that the time series is not stationary with a level or trend by giving a p-value (0.1) greater than the 

significance level (0.05) (Figures 20 and 21). Hence, we fail to reject the null hypothesis and conclude that the time series is 

stationary (Figures 22 and 23). 

 

 
 

Figure 22: Additive decomposition of the log-

transformed data 

 

 
 

Figure 23: Autocorrelation plots for monthly sales after 

log transformation

 

Step 2: Seasonal Differencing 

Remove the trend by differentiating the time series. Since we observe a linear trend, a 1st order differentiation is sufficient. If 

the trend is exponential, then a 2nd order differentiation is required. If the trend is cubic, then a 3rd order differentiation is 

required. As shown below, the trend has the least impact on the time series post-differentiation (figures 24 to 27). 

 

Figure 24: Time Series plot after differencing the log-

transformed data 

 

 

 

Figure 25: Code snap of ADF test after the first 

difference on log_monthly data
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Figure 26: Code snap of KPSS test after the first 

difference on log_monthly data 

 

 
Figure 27: Additive decomposition of the differenced 

log-transformed data

 

The autocorrelation plot highlights that although most of the data are within the 95% limit, there is still a peak every four 

periods. This indicates periodicity in the time series; hence, the seasonality must be removed (fig.28). 

 

 
 

Figure 28: Autocorrelation plots after the first difference of log_monthly  

 

Step 3: Remove the seasonality by applying differentiation. As shown below, the time series is now converted into white noise 

with mean 0 and constant variance (figures 29 to 31). 

 

 
 

Figure 29: Time Series plot after double differencing the 

log-transformed data 

 

 
 

Figure 30: Code snap of ADF test after the second 

difference on log_monthly  
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Figure 31: Code snap of KPSS test after the second difference on log_monthly  

The below decomposition plot highlights that trend and seasonality have been removed from the time series, and the data is 

ready for feeding into an ARIMA model (Figures 32 and 33). 

 

 

 
 

Figure 32: Additive decomposition of the double 

differenced log-transformed data 

 

 
 

Figure 33: Autocorrelation plots after the second 

difference of log_monthly 

 

The autocorrelation plot highlights that there is no periodicity, but a few bars are still outside the 95% limit (Figure 34). 

 

 

 
 

Figure 34: Comparison plot of the monthly sales 

Figure 34 represents the different transformations carried to the monthly time series data. These transformations consist of a 

log transformation and a double differentiation to stabilize the variance in the original sales data. It can be observed that the 

trend is removed from all the data. Combining the log-transformed and double differenced monthly data, it became like white 

noise, as seen in the last row of Figure 34. After getting a stationary process, the next in ARIMA modelling is the identification 

of the model's p, d, and q parameters. This process requires the use of autocorrelation and partial autocorrelation functions. The 

ACF and PACF measure the level of dependence between observations in a time series in a set of lags. ACF helps identify 

which lags have significant correlations, and it also helps understand the patterns of the time series, which are of great help for 

time series modelling as ACF helps access the randomness and stationarity of a time series as well as the presence of trend and 
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seasonal patterns. The SARIMA model has been chosen to process this time series since it has a seasonal component. Many 

models were derived from this figure, and their training scores are summarized in the next table. 

 

Table 1: ARIMA models for monthly data (frequency = 12) 

 

 AIC AICc BIC 

ARIMA(0,1,1,0,0,0,12) -77.59 -77.41 -73.06 

ARIMA(1,0,0,0,0,0,12) -84.01 -83.41 -74.9 

ARIMA(1,1,1,0,0,0,12) -77.14 -76.54 -68.09 

ARIMA(1,1,0,0,0,0,12) -46.18 -45.82 -39.39 

Auto.arima - ARIMA(0,0,0,0,0,1,12) -91.97 -91.61 -85.14 

The models are selected if their AIC and RMSE represent the minimum, and MAE is used to decide if the two models have 

similar RMSE and AIC. Table 1 shows the best ARIMA models for monthly periodic data. ARIMA (0,0,0,0,0,1,12), having 

the least AIC value of -91.97, outperforms the rest of the models. The auto.arima model was found to be the best. The Ljung 

Box test was performed on the mode. Following this, future predictions were made. A similar analysis of the weekly dataset 

was carried out as follows (Figures 35 to 52).  

 

Part 2 – Weekly Sales data 

 

 
Figure 35: Weekly sales data from October 2015 to April 2022 

 

Tests for Stationarity:  

 

 
 

Figure 36: Code snap showing the ADF test for weekly 

time-series 

 

 
 

Figure 37: Code snap showing KPSS test for weekly 

time-series 

 

Step 1: Remove the variability 

 

Remove the variability of the time series by applying a log. 
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Figure 38: Time Series plot after log transformation 

 
 

Figure 39: Code snap showing the ADF test for 

log_weekly 

 

 

 
 

Figure 40: Code snap showing KPSS test for log_weekly 

 

Figure 41: Autocorrelation plots for log_monthly 

 

 
Figure 42: Additive decomposition of the log-transformed weekly data 

Step 2: Seasonal Differencing 

Remove the trend by differentiating the time series. 
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Figure 43: Differencing on log-transformed weekly data 

 
 

Figure 44: Code snap showing the ADF test for the first 

differenced log_weekly (Dickey-Fuller Test) 

 
 

Figure 45: Code snap showing the KPSS test for the first 

differenced log_weekly 

 
Figure 46: Additive decomposition of the above data 

 
Figure 47:  Autocorrelation plots for the first difference 

log_monthly 

Step 3: Remove the seasonality by applying differentiation. 

Double differencing is done to the log-transformed data. 

 
Figure 47: Time Series plot after double differencing the 

log-transformed data 
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Figure 48: Code snap showing the ADF test for the second 

differenced log_weekly (Dickey-Fuller Test) 

 

 
 

 

Figure 49: Code snap showing the KPSS test for the second 

differenced log_weekly 

 

 
Figure 50: Decomposition after double differencing the 

log-transformed data 

 
Figure 51:  Autocorrelation plots for the second difference 

log_monthly 

 

A comparison plot is given below in Figure 53 to better understand the transformed time series. At first, the log transformation 

is performed on the original weekly sales to remove variability. Following this, the log-transformed data is differentiated twice 

to eliminate the seasonal differencing. As a result of these transformations, a graph similar to white noise is obtained in the 

final row of Figure 53.  

 

 
 

Figure 52: Comparison plot of the weekly sales 

The above decomposition plot highlights that trend and seasonality have been removed from the time series, and the data is 

ready for feeding into an ARIMA model. ARIMA models describe the autocorrelation in the data. 
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Table 2: ARIMA models for monthly data (frequency = 53) 

 

 AIC AICc BIC 

ARIMA(0,1,1,0,0,0,53) -844.49 -844.42    -832.96 

ARIMA(1,0,0,0,0,0,53) -860.82 -860.7 -845.44 

ARIMA(1,1,1,0,0,0,53) -844.17 -844.05 -828.8 

ARIMA(3,1,0,0,0,1,53) -844.16 -843.91 -821.1 

Auto.arima - ARIMA(0,0,1,2,0,0,53) -847.62 -847.51 -832.25 

The models are selected if their AIC and RMSE represent the minimum, and MAE is used to decide if the two models have 

similar RMSE and AIC. Table 2 shows the best ARIMA models for weekly periodic data. ARIMA (1,0,0,0,0,0,53), having the 

least AIC value of -860.82, outperforms the rest of the models, including the auto.arima ARIMA(0,0,1,2,0,0,53) . The Ljung 

Box test was performed on the mode. Following this, future predictions were made.   

3.6. Machine Learning Methods  

 

3.6.1. Long Short-Term Memory  

Long Short-Term Memory Networks or LSTMs can handle long-term dependencies that are a part of the Recurrent Neural 

Networks (RNN). LSTM is the widely used method among other machine learning models as it avoids the problem of long-

term dependency. To know more about how LSTM works, refer to [13]. RNN is a particular form of artificial neural network 

that mainly performs on sequential data. Generally, when performing a time series-based analysis, the check for stationary is 

conducted. If the dataset is not stationary, it is first converted into a stationary dataset before performing the analysis. However, 

the advantage of the current neural networks is that they do not need stationary data. This is one of the major reasons for 

choosing LSTM over other classical models, as the dataset, in this case, is not stationary. These models can learn complex 

patterns of the data compared to the ARIMA and SARIMA models [14]. On the other hand, if the model cannot make good 

predictions, changing the dataset into a stationary form can be a good option for obtaining better results. The length of the 

dataset is analysed, and a split for the training and testing parts is done. The first 60 values are reserved in the training set. The 

last 12 months of analysis are reserved in the testing set and later will be used to compare the results with the predicted values. 

Using MinMaxScalar( ), the dataset is converted into a scale of 0 to 1. Converting this is important to avoid a difference in the 

magnitude of the data. Next, the scalar values fit into the training set and are converted to scalar training and test sets. The 

most challenging part of designing the LSTM model was to format the data exactly to provide input to the RNN model.   

 

 

Figure 53: Code for scalar transformation and input transformation  

This was solved using the library Timeseries Generator. It uses a sequence of the first 3 (n =3) values to predict the upcoming 

4th value. The lines of codes in Figure 54 above explain them. Finally, an LSTM layer with 100 neurons and the activation 

function as “relu” is designed. To compare the predictions, a graph is plotted against the original values and for numerical 

comparison, the RMSE function from the SciKit learning libraries is used.   
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3.6.2. Simple Linear Regression   

Linear Regression analysis defines a linear relationship between a dependent and independent variable. It also fits a straight 

line approximating the relationship between these variables. The mathematical equation for the simple linear regression is 

given as:   

Y = a + bX + e 

 

Equation 8: Simple Linear Regression formula  

 

Y is the predicted value of the dependent variable y for every specified value of the independent variable X, a is the line 

intercept, b is the regression coefficient, e is the error, and X is an independent variable (fig.55).   

 

 

Figure 54: Codes from moving average calculation 

Regression analysis helps the business organisation better understand their data points, making decision-making easier. In this 

study, analysing historical sales data can help us understand the store's top sellers and which sales areas need improvement. 

The data obtained is also linear, making linear regression possible. Sales are the dependent variable to be predicted based on 

the independent variable time. Initially, this analysis was performed with the help of the SciKit learning library, which was 

unsuccessful. Later, the same analysis was carried out in R using the ‘tslm’ function to fit a linear model with time series 

components. The model can fit linear models to time series, including trend and seasonality components. The moving average 

values were calculated to train the model. Once the model is trained and fitted, the predicted values are plotted against the 

actual sales to compare the performance. Similarly, the RMSE is also taken to measure the accuracy.   

3.6.3. Random Forest Regression   

The Random Forest algorithm is considered one of the easiest machine learning algorithms and the most widely used due to 

its uniqueness and simplicity of execution. The decision trees approach is carried out where each tree generated depends on 

the sampled random vector value. The forests considered the ensembles of the decision trees are trained using the bagging 

method. In the end, several decision trees are combined into a single tree. Random forest algorithms can handle overfitting, so 

they are much preferred over other models. While analysing high-dimensional datasets like the one in this case, the model 

uses random subsets of features, improving its performance (fig.56).    

 

Figure 55: Fitting of the Random Forest model 
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Some reasons for selecting random forests over the other models were that the outliers do not influence this algorithm and, 

secondly, the noise in the dataset is identified properly. It is not included during the pattern recognition by the model. Once 

the model is fitted using the suitable libraries from SciKit learning, the performance of the model is evaluated using its 

accuracy, RMSE and the confusion matrix.   

  

4. Results  

 

A comparison of predicted sales of different models has been given below. The plots are results obtained from different 

models designed.    

 

4.1. Forecasts using Holt-Winters’ exponential smoothing 

 

The first plot is the HW multiplicative, the second is the HW additive, and the third is the additive damped model. HW 

multiplicative model can catch up with the trend and seasonality much better than the additive model (fig.57).  

 

 
 

Figure 56: Forecasts from Holt-Winters' methods 

As referred to in the table 3 below, the HW multiplicative model is the best for this time series since it has the lowest AIC, 

BIC, and RMSE. 

Table 3: ARIMA models for monthly data (frequency = 53) 

 

Model Name 
Akaike Information 

Criterion (AIC) 

Bayesian 

Information 

Criterion (BIC) 

Root Mean 

Square Error 

(RMSE) 

Holt-Winters' multiplicative method 1913.863 1952.567 55007.86 

Holt-Winters’ additive model 1915.333 1954.036 55630.13 

Damped Holt-Winters’ additive model 1916.213 1957.193 55199.04 

 

 

4.2. Forecasts using ARIMA – monthly data 

 

For the monthly sales time series – the auto.arima - ARIMA(0,0,0,0,0,1,12) was the best-fitted model.  This model has given 

the lowest AIC of -91.97. For the above-stated ARIMA model, the residuals are normally distributed and have constant 

variance. Almost all the bars in the ACF plot are within the 95% confidence interval (Figures 58 to 63). 
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Figure 57: Auto-ARIMA results for monthly sales 

 
 

Figure 58: ARIMA residuals - Monthly data, p = 12

The Ljung-box test confirms that the residuals of the selected model are independent. 

 

 

 
 

Figure 59: Ljung-Box test for monthly data 

 
 

Figure 60: Residuals plot from ARIMA – monthly    

 

 
 

Figure 61: Predictions from ARIMA – monthly  

 

 
Figure 62: Forecasts from ARIMA – monthly 

4.3. Forecasts using ARIMA – weekly data 

 

For the weekly sales time series – the auto.arima - ARIMA(1,0,0,0,0,0,53) was the best-fitted model.  This model has given the 

lowest AIC of -91.97. For the above-stated ARIMA model, the residuals are normally distributed and have constant variance 

(Figures 64 to 75). Almost all the bars in the ACF plot are within the 95% confidence interval (Table 4). 
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Figure 63: Auto-ARIMA results for weekly sales 

 

 
 

Figure 64: ARIMA residuals - Weekly data, p = 53 

Equation of the ARIMA (1,0,0,0,0,1,53) : yt = 11.5434 + 0.6971 * et-1 

 

The Ljung-box test confirms that the residuals of the selected model are independent. 

 

 
 

Figure 65: Ljung-Box test for weekly data 

 

 
 

Figure 66: Residual plot of weekly data 

 

 
Figure 67: Predictions from ARIMA – weekly  

 
Figure 68: Forecasts from ARIMA – weekly  

 

4.4. Forecasts using LSTM  

 

 

Figure 69: Results from the LSTM model  
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Figure 70: Plot of the losses per epoch  

 

Figure 71: Time series plot of actual sales and the LSTM 

Predicted sales 

4.5. Forecasts using Linear Regression  

 

 
Figure 72: Sales predictions from the Linear model – 

monthly  

 
Figure 73: Sales predictions from the Linear model – 

weekly

 

4.6. Forecasts using Random Forest  

 

 
Figure 74: Sales predictions from the Random Forest model 

  

4.7. Performance Summary of the different models  

 

Table 4: Comparison of the algorithms' performances based on RMSE 

 

Models  RMSE values  

LSTM  61260.98  

Random Forest Regressor  67903.81  
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5. Conclusion  

The objective of this thesis was to compare the different statistical and machine learning approaches in predicting a retail 

store's sales based on the historical data collected. The research carried out leads to a major added advantage to the businesses. 

It helps in a better decision-making process where each department of good sales is tracked and helps monitor where an 

improvement is required. For a business to compete in the current market, it is necessary to make such sales predictions in 

advance to meet the customers' requirements. The RMSE values were used for the comparison of the final performances of 

the model. All three different models proved effective in terms of the predicted sales outputs. LSTM model proved to be the 

closest among the predictions. The lower the RMSE, the better the predictions could “fit” within the dataset. The same study 

can be conducted for the weekly periodic dataset for future work. Some other works may include more complex deep learning 

models and hybrid algorithms to compare with the existing models. One major limitation of this study was the computational 

power to run the Python codes. Python modules were processed in the Google Collaboration environment over the Jupyter 

notebooks to overcome this.   

Appendix:   

For monthly data, another best-fit model is as follows (Figures 75 and 76).  ARIMA (3,1,0,0,0,1,12) has another lowest AIC 

of -84.11. All the lags of the ACF were within the 95% C.I. 

 

 
 

Figure 75: ARIMA results for another fit model - 

monthly data 

 
Figure 76: ARIMA residuals - Monthly data, p = 12
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